
Abstract ----We describe the performance characteristics and 
frequency measurements of two high-accuracy high-stability 
laser-cooled atomic frequency standards.  One is a 657 nm 
(456 THz) reference using magneto-optically trapped Ca 
atoms, and the other is a 282 nm (1 064 THz) reference based 
on a single Hg+ ion confined in an rf-Paul trap.  A femtosecond 
mode-locked laser combined with a nonlinear microstructure 
fiber produces a broad and stable comb of optical modes that 
is used to measure the frequencies of the reference lasers 
locked to the atomic standards.  The measurement system is 
referenced to the primary frequency standard, NIST F-1, a Cs 
atomic fountain clock.  Both optical standards demonstrate 
exceptional short-term instability (≈ 5x10-15 at 1 second) as 
well as excellent reproducibility over time. In light of our 
expectations for the future of optical frequency standards, we 
consider the present performance of the femtosecond optical 
frequency comb, along with its limitations and future 
requirements. 

I. INTRODUCTION 

Spectrally narrow optical transitions in atoms and ions 
probed by stable lasers are now emerging as the next 
generation of high-accuracy, high-stability frequency 
standards.  The principle advantage of optical standards 
over their well-known microwave counterparts is the higher 
operating frequency; this opens the potential for orders of 
magnitude better frequency stability, in principle, by the 

ratio of the operating frequencies 
510optical microwavef f � . 

With innovative developments of the past few years, 
including very stable lasers and a new practical method for 
counting optical frequencies, it appears that we now have 
the tools to realize the potential of optical frequency 
references. 

We focus here on two different optical frequency 
standards: one is a 657 nm (456 THz) standard using ≈107 
laser-cooled Ca atoms, and the other, a 282 nm (1,064 THz) 
standard using a single trapped and laser-cooled Hg+ ion.  
After briefly describing the operation of these standards we 
outline their present performance and provide some glimpse 
of future potential. With simplifying assumptions we 
estimate the stability that could be achieved with cold atom 
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optical frequency references.  We then describe our 
femtosecond (fs) mode-locked laser-based optical 
frequency measuring system that uses the recent concepts 
and developments from H≅ nsch and collaborators, and Hall 
and collaborators [1]. This system was recently used to 
measure the frequency of the two optical standards relative 
to the Cs primary frequency standard at NIST.  Questions 
of absolute accuracy of the optical standards will require 
detailed evaluation of systematic errors and uncertainties 
that can only be done with the comparison of multiple 
standards. This will have to wait for the future, but the 
femtosecond optical combs now provide a convenient 
means to make direct intercomparisons between different 
optical standards as well as a coherent connection between 
the RF and optical domains. Due in large part to this new 
measurement capability, research groups around the world 
are pursuing optical frequency standards with renewed 
enthusiasm. 

We also consider some fundamental and practical 
limits to the performance of our femtosecond optical 
frequency comb.  The stability and projected accuracy of 
the optical standards put stringent requirements on the 
performance of the optical frequency metrology.  
Nonetheless, these systems already allow us to explore a 
regime of atomic frequency stability that is well beyond 
what has been possible with microwave atomic standards.   

The general goal of this paper is to provide a status 
report on the rapidly changing state of our field. At this 
point, we can safely predict that the present results will 
soon be outdated.  This is truly a revolutionary time for 
atomic frequency standards and measurements. We are just 
beginning to experience the tremendous advances in 
stability and accuracy that were previously imagined, but 
which were not possible to explore until now.  

The rapid improvements are reminiscent of the 
jump in accuracy that occurred with the pioneering work of 
Jennings et al. in 1983 when they first demonstrated that 
optical frequencies could be measured using a harmonic 
frequency chain. Their system consisted of a series of lasers 
with ever increasing frequencies locked in a sequence of 
harmonics from the microwaves up to the visible part of the 
spectrum [2,3]. From that moment until the late ‘90s, the 
precision in optical frequency measurements continued to 
improve, in terms of fractional frequency, from ≈ 10-10 to 
10-13.  Now, the combined effects of better stabilized lasers, 
better atomic references using cold atoms and ions, and fs-
optical-frequency-metrology, have advanced the 
performance by almost two orders of magnitude in just 2 
years.  Moreover, the femtosecond mode-locked laser-based 
measuring systems are also more practical to use.  
Historically, new optical frequency measurements had been 
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reported every few years; but in the brief time since the 
introduction in 1999 of octave-spanning optical-frequency 
combs, more than 10 new optical frequency measurements 
have been reported. 

II. LASER-COOLED ATOMS AND IONS AS OPTICAL ATOMIC 

FREQUENCY REFERENCES 

We are presently developing two optical frequency 
standards.  Both have been described in detail previously 
[4,5] so we include only a brief description here. 

A. Ion considerations 

Trapped ions, particularly single laser-cooled ions, have 
numerous advantages as optical frequency standards and 
clocks [6,7].  Most importantly, ions can be confined in an 
RF trap and laser-cooled such that the amplitude of the 
residual motion is much less than the optical wavelength of 
the probe radiation (the so-called Lamb-Dicke limit).  This 
nearly eliminates the velocity-dependent Doppler 
broadening and shifts associated with motion of the ion 
relative to the probing radiation.  In a cryogenic 
environment the ion is nearly unperturbed by atomic 
collisions, and the effects of blackbody radiation are also 
very small.  The storage time of a single ion in a trap can be 
months; hence, the probe interaction time is not 
constrained, which permits extremely high-Q resonances to 
be observed.  All of these factors are critically important if 
we hope to achieve the highest accuracy.         

The technical challenges of making an optical 
frequency standard based on a single ion are formidable; 
but single-ion standards have now been achieved in a 
handful of laboratories around the world [8,9].  At NIST we 
are developing an optical frequency standard based on a 
single trapped 199Hg+ ion.  The performance of this standard 
is immediately competitive with the performance of the best 
microwave standards and has the potential to surpass those 
standards in terms of stability, frequency reproducibility, 
and accuracy. 
  A single 199Hg+ ion is trapped in a small RF Paul 
trap (≈ 1 mm internal dimensions) and laser-cooled to a few 
millikelvins using 194 nm radiation. The relevant energy 
levels for the cooling and clock transitions are shown in fig. 
1.  A highly stabilized dye laser at 563 nm with a linewidth 
of less than 1 Hz is frequency doubled to 282 nm (1,064 
THz) to probe the clock transition [10].  Measured 
linewidths  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.  Hg+ energy-level diagram. 

as narrow as 6.7 Hz on the 282 nm transition have recently 
been reported [11].  For an averaging time τ in seconds, the 
projected instability of an optical frequency standard using 
a single Hg+ ion is <1x10-15τ−1/2 and fractional frequency 
uncertainties approaching 1x10-18 seem feasible [12].   

B. Neutral atom considerations 

Some neutral atoms also have narrow optical transitions 
that are relatively insensitive to external perturbations and 
are thus attractive as optical frequency standards [13]. 
Neutral atoms have some advantages and disadvantages 
relative to ions. Using the well-established techniques of 
laser cooling and trapping, they are fairly easy to confine 
and cool to low temperatures. However, in contrast to ions, 
the trapping methods for neutrals perturb the atomic energy 
levels, which is unacceptable for use in a frequency 
standard. To avoid the broadening and shifts associated 
with the trap, neutral atoms are released from the trap 
before the clock transition is probed.  The atoms fall from 
the trap under the influence of gravity and expand with low 
thermal velocities (typically a few cm/s).  The resulting 
atomic motion brings with it serious limitations in accuracy 
(and even stability) that are associated with velocity 
dependent frequency shifts. Two of the more troublesome 
effects are the limited observation time, and the incomplete 
cancellation of the first order Doppler shift associated with 
wave-front curvature and k-vector mismatch.  These 
motional effects pose serious limitations to the ultimate 
accuracy that might be achieved with neutral atoms in a 
gravitational potential.  Reduced observation times limit the 
line-Q, the stability and the accuracy.  However, neutral 
atoms do have at least one significant advantage, that is that 
large numbers of atoms can be used, producing a large 
signal-to-noise ratio in a short time, and the potential for 
exceptional short-term stability. 

The atomic Ca optical frequency standard is one of 
the promising cases, because it has narrow atomic 
resonances that are reasonably immune from external 
perturbations, it is readily laser-cooled and trapped, and it is 
experimentally convenient because the relevant transitions 
are accessible with tunable diode lasers.[5]  A simplified 
energy-level diagram is shown in fig.2. 
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Fig. 2.  Ca energy-level diagram.  
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A frequency doubled diode laser tuned to the 423 nm 
transition cools and traps about 107 Ca atoms in a MOT in 
about 5 ms. The cooling radiation is turned off, and an 
injection-locked and stabilized diode laser at 657 nm (456 
THz) probes the clock transition with the separated 
excitation method of optical Ramsey fringes [14,15].  The 
actual excitation technique we employ is the 4-pulse 
traveling wave method introduced by Bordϑ [16,17].  
Optical fringes with high signal-to-noise ratio are observed 
using shelving detection on the cooling transition. The 
measured fringe widths depend on the Ramsey time of the 
probe field and range from 200 Hz to 11.5 kHz.  The 
present Ca standard can provide short-term fractional 
frequency instability of about 4x10-15τ−1/2 using 960 Hz 
wide fringes [18].  With modifications to the apparatus and 
lower temperature Ca atoms, we estimate that this system 
should reach instabilities of about 1x10-16τ−1/2.  Until 
recently, we have not focused much attention on 
controlling, or evaluating, the systematic frequency shifts in 
our Ca standard.  With the advent of femtosecond-optical-
frequency-metrology (discussed below) and the close 
proximity (180 m of optical fiber distance) of the Hg+ 
standard and the Cs fountain standard, we can now make 
high-accuracy inter-comparisons and begin to study the 
systematic effects that will ultimately determine the 
accuracy.  We are just beginning this evaluation process, 
and as might be anticipated the velocity-dependent 
frequency shifts appear to be the most challenging to 
control.  With our present experimental apparatus, which 
has not been optimized for accuracy, we assign an 
uncertainty to our Ca optical frequency standard of +/-26 
Hz at 456 THz [19]. 

III. STABILITY REQUIREMENTS AND POTENTIAL  

Fractional frequency uncertainties as small as 1x10-18 have 
been predicted for single trapped-ion optical standards [12].  
This ambitious goal is three orders of magnitude beyond the 
present state of the art frequency standards and brings to 
focus many technical challenges that will need to be 
addressed. For the next generation of atomic clocks to reach 
this level of accuracy will require exceptional short-term 
stability.  

We can estimate the short-term stability that is 
achievable with atomic standards under the simplifying 
assumptions that the frequency noise of the local oscillator 
(in this case the stabilized laser) can be neglected [20], and 
that we can achieve atom projection-noise-limited 
detection[21,22].  The stability, or rather instability, is most 
commonly expressed as the two-sample Allan deviation, 
which, as outlined in appendix A gives the fractional 
frequency instability as a function of the averaging time τ.  
We assume an atomic resonance centered at frequency ν0  
with linewidth ∆ν (FWHM), and that the system uses the 
Ramsey separated-fields method with Ramsey time TR , and 
detects No atoms on one side of the atomic resonance.  A 
full measurement of both sides of the atomic resonance line 
determines the line center, and is completed in a cycle 

time cT . 

Under these assumptions and the analysis of 
appendix A, the fractional frequency instability for an 
atomic frequency reference (given by the Allan Deviation) 
can be written as, 
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This expression assumes a sinusoidal fringe shape with 100 
% contrast, a fringe-width given in terms of the Ramsey 
time TR, the optimum transition probability at resonance p0 
= 1, and the optimum detuning δ0=(∆νram)/2 for maximum 
slope.  In most real experiments these ideal conditions are 
not satisfied and so the instability is greater than that 
predicted.   Thus, for a sinusoidal fringe shape but with 

reduced contrast 00 1p≤ ≤ , a FWHM linewidth ∆ν, and a 

nominal detuning from resonance δ0, we define a lineshape 
slope factor C , 

   0 0[ / ]C p sin πδ ν= ∆   . 

This leads to the following form for the instability, 
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Here p+ and p- are the transition probabilities for the two 
sides of the line at nominal detuning from resonance 

0δ± . 

 If the cycle time cT is significantly larger than 

1/∆ν, then there is excess dead time in the measurement 
cycle and the stability is degraded.  This is often the case in 
present day standards because of the time required used for 
laser cooling and trapping, or waiting for an excited state to 
decay, or because of long detection times dictated by poor 
signal to noise. 

In the projection noise limit, σy(τ) varies as the 
inverse square root of the averaging time τ, which means 
that to reach high accuracy in a reasonable time we require 
excellent short-term stability. For example, high-quality 
quartz-based local oscillators have instabilities of about 
1x10-13, and thus microwave atomic fountain clocks have 
instabilities of about 1x10-13τ-1/2.  With this instability it 
requires about 3 hours of averaging to reach their present 
uncertainty limit at ≈1x10-15.  Our optical standards can 
reach ≈1x10-15 instability in about ten seconds and have the 
potential to go well beyond this. (Methods to improve the 
short-term instability of microwave atomic standards are 
also being pursued [23], but from the perspective of an 
outsider it appears to be an uphill battle compared to what 
is already possible using optical frequencies.)  Fig. 3 shows 
the short-term instability of some of high stability 
frequency references.   
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Fig. 3.  Measured frequency instabilities (given as the Allan deviation) of 
some high-quality standards, including (from upper right to lower left) the 
H-maser used for our optical frequency measurements, the LPTF Cs 
atomic fountain operated with the UWA cryogenic sapphire oscillator [22], 
our atomic Ca optical standard compared to the Ca reference cavity [10], 
and two optical cavities used for the Hg+ optical standard [18].  
 

To reach a fractional frequency uncertainty of 
1x10-18 in a reasonable averaging time (say one day) it will 
require short-term instabilities of the atomic reference of 
�����-16τ-1/2.  However, if we are limited to quartz-based 
local oscillators we will start averaging at about 1x10-13 
τ−1/2 and will require an impractical τ =1010 s  (≈300 yr) to 
reach 1x10-18. 

Since the atomic frequency instability scales as 
1/ν0, all else being equal, the shift from microwave to 
optical frequencies should improve the short-term stability 
by a factor of 105.  Thus, we can imagine future optical 
standards using atomic-fountain methods (similar to those 
used in today’s microwave fountain clocks) with linewidths 
of about 1 Hz and 106 atoms detected every 0.5 seconds.  
Theoretically, these systems could support an instability 
σy(τ) ≈ 2x10-19τ-1/2 .  This simplistic estimate ignores 
significant complications that will degrade the performance. 
Nonetheless, it promises that in the years ahead there will 
be plenty of room for improvement using optical frequency 
standards.   

IV. FEMTOSECOND OPTICAL FREQUENCY METROLOGY 

The breakthrough demonstration in 1999 by the H≅ nsch 
group [24,25] at MPQ (Max-Planck-Institut fηr 
Quantenoptik, Garching) showing that femtosecond mode-
locked lasers can be used to span large optical frequency 
intervals accurately, has resulted in a total redirection of the 
field of optical frequency measurements. Combined with 
the result from JILA and MPQ, showing that nonlinear 
microstructure fibers can extend the frequency comb to 
over an optical octave of discrete resolvable lines 
[26,27,28], means that essentially any optical frequency can 
be measured with a fairly simple system. Thanks to their 
efforts, we now have a practical optical “clockwork” that 
can be used to count optical frequencies, and divide optical 
frequencies down to countable microwave frequencies. All 

the necessary ingredients are now in place for the next 
generation of optical frequency standards and clocks. 

A.  Femtosecond optical- frequency measuring system 

   
Our version of the stabilized optical frequency comb is 
based on a 1 GHz repetition rate mode-locked Ti:Sapphire 
ring laser [29] and a nonlinear microstructure fiber [30,31]. 
The system is shown schematically in fig. 4, while more 
detail can be found in reference [32].  The laser produces 
≈25 fs pulses with a spectral bandwidth of ≈30 nm (-3 dB) 
centered at 800 nm.  When approximately 600 mW from 
the laser is focused into a 10 to 20 cm length of 
microstructure fiber (core size ≈1.7 µm) the transmitted 
power is about 300 mW.  The fiber broadens the comb to 
just over an octave of spectral bandwidth, spanning from 
520 nm to 1070 nm. 

 
Fig. 4. Femtosecond-laser-based optical “clockwork” with a one gigahertz 
repetition rate. The output of the mode-locked Ti:Sapphire ring laser is 
broadened in a microstructure fiber. The IR portion is then frequency-
doubled (SHG) back to the green using KNbO3 and recombined with the 
original green from the fiber.  This produces a signal at the offset 

frequency ( 0f ) that is locked to the H-maser via the electro-optic 

modulator in the pump beam.  A second servo system drives the PZT on 

the ring cavity to control the repetition rate, repf .   

 
The repetitive train of pulses produced by a stable 

mode-locked laser appears in the frequency domain as a 
comb of discrete modes separated in frequency by the pulse 

repetition rate, repf .  If the evenly spaced comb of optical 

frequencies were extrapolated to zero frequency there 
would, in general, be an offset from zero by some amount 

0f .  The offset, 0f , is understood as resulting from the 

difference between the group and phase velocities for the 
ultra-short pulse traversing the laser cavity [24,26].  Thus, 
the resulting optical comb of modes can be described with 
two parameters, the spacing between the modes given by 
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the pulse repetition rate repf , and the offset 0f .  The 

frequency of any mode of the optical comb can be written 

as: 0( ) repf m f m f= + � , where m  is an integer.   

The repetition rate repf is easily detected in a fast 

photodiode that monitors light coming out of the 

microstructure fiber.  The offset frequency 0f can be 

detected using the “self-referencing” method developed at 
JILA and MPQ [26,28].  This method is shown 
schematically in fig.4.  The infrared portion of the optical 
comb (near 1100 nm) from the microstructure fiber is 
frequency doubled in a KNbO3 crystal to generate light at 
520 nm, which is then recombined (after an optical delay 
line) on a photodiode with the 520 nm light generated in the 
microstructure fiber.  The resulting beatnote gives the 
desired offset frequency, 

0 0 02( ) ( 2 )rep repf f m f f m f= + − +� � . 

B. Optical frequency measurement results 

Our femtosecond-laser-based optical clockwork was 
previously used to measure the absolute frequencies of both 
the Hg+ standard and the Ca standard relative to the 
definition of the second as realized by the Cs primary 
frequency standard at NIST [19].  This was accomplished 
by phase-locking both the repetition rate and offset 
frequency of the femtosecond-comb to high-quality 
synthesizers referenced to a 5 MHz signal provided by a 
hydrogen maser that is part of the NIST time scale. With 

repf and 0f  thus fixed, we measure the absolute frequency 

of Hg+ (563 THz, at the dye laser wavelength of 563 nm) 
and Ca (456 THz, 657 nm) by counting the beatnotes 
between the CW lasers locked to the atoms and a nearby 
mode of the comb.  These beatnotes are detected on Si-PIN 
photodiodes, amplified by ≈50dB, bandpass filtered 
(bandwidth ≈10 MHz at 200 MHz) and counted.  Typically 
we achieve a signal-to-noise ratio on the detected beatnotes 
of about 30 to 40 dB in a detection bandwidth of 300 kHz, 
which is usually sufficient for reliable counting.  The 
frequencies of the optical standards can then be written as,   

0 0opt rep beatf m f f f= + ±� . 

The large integer 0m ≈5x105 can be determined 

from knowledge of the approximate optical frequency or by 

making measurements with different values of repf .  In our 

case repf is ≈1 GHz, so knowing optf with a precision of 

400 MHz or better unambiguously determines 0m .  An 

interferometric measurement with a wavelength meter is 
convenient for this purpose.  
     The results of our measurements of the Hg+ and Ca 
optical frequencies relative to the Cs primary standard are 
[19] 

( ) 1,064,721,609,899,143(10)f Hg + = Hz and 

( ) 455,986, 240, 494,158(26)f Ca = Hz.   

Given fractionally these are, 
15( ) ( ) 9.4 10f Hg f Hg x+ + −∆ � and 

14( ) ( ) 5.7 10f Ca f Ca x −∆ � .  The Hg+ result 

represents one of the highest accuracy optical frequency 
measurements to date.  The Ca measurement has the highest 
accuracy yet reported for Ca, and is in good agreement with 
previous measurements made at the PTB-Braunschweig 
using a traditional optical frequency chain [33] and is also 
consistent with a recent Ca measurement made using a 
femtosecond comb [34].  A summary of the historical 
record of frequency measurements of laser-cooled Ca 
frequency standards is shown in fig. 5.  
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Fig. 5.  Frequency measurements of laser-cooled Ca optical frequency 
standards over the past five years are shown in the upper half of the figure.  
Here the rectangular data points represent published data from the PTB 
[33,34], while the round data points are recently reported measurements 
made in our laboratory [19].  A harmonic frequency chain was used for the 
PTB measurements prior to 1999, while femtosecond optical combs were 
used by both laboratories for the measurements made in 2000.  The lower 
half of the figure plots an expanded view of our measurements taken in 
Oct. and Nov. of 2000.  Our data points represent daily averages of about 
10 measurements, with an average duration of about 400 seconds each.  
On both plots the vertical axes are in hertz and are relative to the mean 
value of our measurements.   
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The consistency of the Ca results between 
laboratories, over time, and with different apparatus 
demonstrates the good reproducibility of these standards 
with respect to the Cs primary frequency standards. 

Very recently we remeasured the Hg+ frequency 
with respect to the NIST F-1 primary standard.  Our new 
measurement is plotted in fig. 6 along with our previous 
results.  For the new measurement the femtosecond-optical 
comb was configured slightly differently, but the results are 
in excellent agreement.  In Aug. 2000 the statistical 
uncertainty of the measurement of the Hg+ (1 064 THz) 
frequency was +/- 2.4 Hz, and for the measurement of 
Feb.9th, 2001, it was +/- 4.7 Hz.  The measurement 
imprecision is determined in part by the maser instability 
combined with our averaging times, and in part by the 
accuracy determination of the Cs primary standard, which 
contributes about +/- 2 Hz at 1,064 THz. 
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Fig. 6.  Hg+ frequency measurements verses the date.  These measurements 
occurred in two groups, Aug. 2000 and Feb. 2001.  Each data point 
corresponds to a daily average of the frequency measurement 
corresponding to typically 3000 s of total time averaging per day. The 
error bars indicate the statistical uncertainty of the daily measurements and 
the two dotted lines indicate the +/- 10 Hz uncertainty assigned to the Hg+ 
standard in lieu of an accuracy evaluation. 
 

The excellent agreement of the Hg+ measurements 
over time is very encouraging.  We also note that the 
experimental data is well clustered within the +/- 10 Hz 
absolute uncertainty that has been assigned based on 
theoretical arguments in lieu of a complete accuracy 
evaluation [19].  Further improvements in this absolute 
frequency measurement will rely on an accuracy evaluation 
of the Hg+ standard and improvements in the realization of 
the second by the Cs primary standard.  Even with the �10 
Hz uncertainty, the agreement in the Hg+ measurements 
over the time interval of 169 days provides an improved 
limit on any relative time variation of the Hg+ frequency 
compared to the Cs definition of the second, thus 

14 11 ( ) ( 0.6 3) 10
Hg Hg

f f t x yr+ +
− −∂ ∂ = + ± .  

Similarly, our Ca measurements combined with the PTB 
measurements from 1997 shown in Fig. 5 give 

14 11 ( ) ( 2 8) 10Ca Caf f t x yr− −∂ ∂ = + ± , as previously 

reported [19].   Here t  represents “time” as defined by the 
Cs definition of the second. We implicitly assume that any 
temporal variation is linear over the duration of these 
measurements. This type of absolute frequency 
intercomparison can be combined with theoretical models 
to put some constraints on possible time variations of 
fundamental constants [35,36,37,38,39]. 

When using the femtosecond optical comb to 
measure the Hg+ and Ca lasers relative to the microwave 
standard, the scatter in the frequency measurements is 
dominated by the short-term instability of the H-maser.  
One of the data runs from Feb. 9th 2001 illustrates this point 
in Fig. 7.  
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Fig. 7.  The upper half of the figure shows the time-series of frequency 
measurements of Hg+ in Hertz offset from the mean frequency at ≈ 1064 
THz. The data was taken with a counter gate time of 10 s.  From this data, 
(and ignoring the dead times in counting of about 150ms/pt) we calculate 
an approximated Allan Deviation that shows (lower part of figure) an 
instability consistent with that of the H-maser (within measurement 
uncertainties). 

C. Accuracy issues and error detection 

The accuracy of our optical frequency measurements comes 
from our knowledge of the frequency of the maser that 
serves as the frequency reference for the optical comb. This 
maser is part of the NIST time scale and is continuously 
monitored relative to the other components of the time 
scale, which consists of 5 hydrogen masers and three 
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commercial Cs standards.  Approximately once per month 
the time scale is recalibrated against the NIST Cs primary 
standard, NIST F-1, a laser cooled Cs atomic fountain with 
an evaluated uncertainty [40] of ≈2x10-15.  Used in this way 
the time scale provides a continuously available reference 
with an instability of about 2x10-13τ-1/2 averaging down to 
≈4x10-16 at 1 day. The absolute frequency of the maser is 
known with a fractional uncertainty of about ≈2x10-15, as 
determined by the periodic comparisons of the time scale to 
NIST F-1. 

To ensure that our measurements are not 
contaminated by erroneous counts or cycle-slips we include 
redundancy in the counting of the critical beatnotes and 
phase-locks as follows.  After photodetection, the beatnote 
between the optical frequency standard and a mode of the 
comb is split into two paths; the primary path goes directly 
to the main counter. The secondary path is split into two 
more paths, one of which goes directly to a second counter 
while the other goes to a divide-by-four prescaler before 
going to the other input channel of the second counter.  
Operating the second counter in the ratio mode gives the 
ratio of the frequency of the directly counted beatnote to the 
prescaled beatnote.  Since the prescalar divides by four, the 
output of the ratio counter should always give a result of 

4.0000 .  If not, this indicates irreproducibility in counting 
the optical beatnote, and the results from the primary 
counter are then rejected. This method proves quite 
effective at eliminating erroneous data where the counters 
are not giving reproducible results. Causes of bad counts 
are usually related to insufficient signal size, or signal-to-
noise ratio in the beatnote. The phase-locks controlling 

repf and 0f  of the femtosecond comb are also monitored 

with counters that detect phase-lock errors as described in 
reference [24].   

The actual performance of the whole system 
depends on many factors; sometimes more than 50 % of the 
data are rejected by one of the three counters that are 
monitoring for counting errors.  More commonly, the 
discarded counts represent a few percent of the data. In 
normal operation as a tool for measuring optical 
frequencies, all the synthesizers, counters and digital phase 
locks are referenced to a single 5 MHz signal from a 
hydrogen maser.  The performance of the synthesizer that is 
used to control (or as a reference to measure) the repetition 
rate is critically important because its frequency is 

multiplied by the large integer 0m  in determining the 

measured optical frequency.  For this synthesizer we need 
the highest accuracy, lowest phase-noise, and lowest phase 
drift that is possible. Though probably not optimal, we are 
currently using an HP8662A for this purpose [41]. The 
scatter of the optical frequency measurements  (eg. � 50 
Hz for a gate time of 10 s, fig. 7) corresponds well with the 
instability of the maser multiplied up to the optical 
frequency at 1 064 THz. This indicates that, at least at this 
level, the synthesizer does not further degrade the short-
term stability.  Not surprisingly, we have observed that 
changes in temperature of the RF and microwave 
components do produce time dependent phase shifts, which 

appear as small frequency shifts at the optical frequency.  
For the critical synthesizer we measure a temperature 
coefficient of fractional frequency change of ≈1x10-14 for a 
temperature change of one kelvin per hour. 

V. NOISE IN FEMTOSECOND OPTICAL COMBS 

 
The simple model that we use for the frequency spectrum of 

the femtosecond-optical-comb, 0( ) repf m f m f= + � , has 

been verified, at least in the time-averaged counting of 
optical beatnotes, by Holzwarth et al. [28].  By comparing 
two different optical synthesizers based on the same 
microwave reference they showed that the synthesis process 
gave the same optical frequency within a measurement 
uncertainty of ≈5x10-16.  The present reproducibility of our 
measurements of Hg+ (�3 Hz at 1015 Hz) also provides 
additional assurance of the reproducibility of optical 
frequency combs in measuring absolute optical frequencies 
relative to the Cs primary standard. 

However, these femtosecond measurement 
systems are built around counting optical beatnotes, and the 
counting process gives only the average frequency during 
the gate interval of the counter.  It provides very little 
information about the fluctuations and noise properties of 
the signals.  As we strive toward the goals of 1x10-18 

fractional frequency uncertainty and 1x10-16τ−1/2 instability, 
we will require detailed knowledge and control of the noise 
properties of all of the signals. We are just beginning to 
address these issues, some of which are fundamental (such 
as shot noise and thermal noise) while others are 
challenging technical limitations. 

The femtosecond-optical comb can be configured 
in many different ways, but typically electronic servo 
systems are used to control two of the three signals 

( beatf , repf and 0f ) while the third “unknown” is then 

measured (counted).  In the most obvious implementations 
we face a number of technical challenges that include: non-
orthogonality in detecting the signals and the servo systems 
that control them [42,43], photodiode limitations, fiber 
noise, phase-noise in amplifiers and components (filters, 
cables, isolators etc. are all non-negligible), combined with 
temperature and mechanical instabilities.  

We choose to focus here, and in the laboratory, on 
three issues that appear to cause the most critical and 
challenging limits to the development of these femtosecond 
mode-locked lasers for optical-frequency metrology and 
synthesis.  With our present systems these issues are: excess 
amplitude noise generated by the nonlinear micro-structure 

fibers, residual phase-noise in repf , and limits to the 

photocurrent and bandwidth of the photodiode that is used 

to detect repf . 

A. Fiber AM noise 

As others have, we observe significant amounts of 
broadband AM noise that appears on the light out of the 
microstructure fiber when the femtosecond pulse energy is 



increased.  The physical origin of the noise has not been 
studied in detail for microstructure fibers, but similar 
effects have been observed in telecom fibers [44].  With the 
microstructure fiber we observe that the magnitude of the 
excess AM noise has a threshold-like behavior that grows 
rapidly for pulse energies above � 300 pJ (pulse width ≈ 30 
fs) as shown in Fig. 8.  
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Fig. 8. Amplitude noise measured on the light (in a ≈ 2 nm optical 
bandwidth near 1064 nm) transmitted through the microstructure fiber is 
plotted as a function of the transmitted pulse energy.  This data was taken 
using a 100 MHz repetition rate mode-locked Ti:Sapphire laser with input 
pulse durations of ≈ 30 fs.  The vertical axis gives the average noise power 
in a 30 kHz bandwidth centered near 550 MHz.   
 
 Since we typically require approximately 300 pJ pulses to 
obtain an optical-octave of spectral broadening, the AM 
noise from the fiber can limit the signal-to-noise ratios 
achievable on the detected beatnotes.  This noise appears on 
the full white-light spectrum as well as on spectrally 
resolved regions such as that shown in fig.8.  Within the 
bandwidth of our photodetectors (1 MHz to 8 GHz) the 
excess noise is approximately spectrally white and creates a 
broad noise background under the coherent signals.  The 
limitations attributed to fiber AM noise appear to be more 
serious for lasers with lower repetition rates.  This is 
because the noise increases with pulse energy, while the 
average power is proportional to the pulse energy times the 
repetition rate.  When the excess noise limits the useful 
optical power that we can send through the nonlinear fiber a 
higher repetition rate gives both a higher average power and 
fewer modes in the frequency comb. [32].  

B. repf  Phase- noise 

The noise characteristics of repf are particularly critical 

since the connection between repf and the optical frequency 

is through the large integer m.   When the femtosecond 
optical frequency comb is configured (as in fig. 4) with 

repf and 0f  locked to the maser, then phase-noise in the 

maser is multiplied up to the optical frequency.  If the 
system were to be operated as an optical clock, with the 
femtosecond laser locked to the optical beatnote 

and 0f locked in the usual way, then the output comes from 

the repetition rate, repf .  Assuming that the optical 

frequency standard is perfectly stable but the femtosecond 
laser has some intrinsic noise, the servo systems have to 
lock to the optical beatnote signal and suppress the noise of 
the femtosecond laser.  In this regard it is interesting to 
explore the intrinsic noise characteristics of the 
femtosecond optical comb under free-running conditions. 
With this information in hand, we will know what is 
required of the servo systems to suppress the noise 
sufficiently to reach a desired stability.  We have measured 

the noise properties of the detected repf signal for a Kerr 

lens mode-locked Ti:sapphire laser operating with a 
repetition rate of ≈100 MHz. The most interesting results 
are shown in Fig 9.   
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Fig. 9. Measured phase-noise spectral density of repf for a free-running 

Kerr-lens mode-locked Ti:sapphire laser (curve “1”).  This data was taken 
at 900 MHz, the ninth harmonic of the laser’s repetition rate.  For 
comparison, curve “2” shows the measured phase-noise spectral density of 
the 8662A frequency synthesizer.   
 

For the free-running laser, the phase-noise on 

repf is large at low frequencies and drops rapidly toward 

higher frequencies as 43.2 / f≈  (rad2/Hz), as indicated by 

the solid line in fig.9.  The experimental data is the 
measured phase noise at 900 MHz derived from the 9th 

harmonic of the 100 MHz repetition rate.  An 4f −  

dependence of the phase-noise spectral density implies a 
random-walk FM process in the laser’s repetition rate.  It is 
also noteworthy that the laser’s phase noise is actually very 
low at higher Fourier frequencies, dropping below that of a 
high-quality synthesizer for frequencies > 1 kHz.    

The phase-noise measurements were made by 

comparing repf to a stable (900 MHz) signal from an 

HP8662A synthesizer referenced to the H-maser [41].  We 

employed a slow phase-lock of repf to a second HP8662A 

to remove low-frequency drifts (addition technical details 
are deferred to a subsequent publication, but some are 



provided in ref. [42]).   We also observe that the phase-

noise spectral density of repf  is not identical before and 

after the nonlinear fiber, indicating that some additional 
phase-noise is by the nonlinear fiber itself. To avoid 
potential errors that this might cause we generally measure 
all signals for the servos and counting after the nonlinear 
fiber.   

C. repf Shot-noise 

Ultimately we want to operate these standards as optical 
clocks locked to the optical transitions, with the output 
coming as a stable microwave signal [45]. For these 
systems to run as optical clocks, the femtosecond optical 
clockwork needs to be run in the opposite direction from 
that indicated in fig. 4.  In this case, the optical clock will 
provide stable frequencies out at the repetition rate and its 

harmonic repnf . These can be used to count time intervals, 

compare with other frequency standards, and can serve as a 
scale of time and frequency. 

Ignoring for now the excess AM noise from the 
fiber and the other issues mentioned above, we still expect 
that the shot noise in the detected photocurrent will provide 

a fundamental limit to our ability to extract repf with high 

precision [42,46].  Even though the photocurrent is 
generated in the detector as very short pulses, we measure 
(directly from the laser) a noise background consistent with 
that calculated for the shot noise of the average detected 
photocurrent.  The large peak power in the optical pulses 
(particularly in 100 MHz system) can cause distortion of 
the electrical waveform and spectrum even with fairly low 
average power on the photo-detector. It is thus challenging, 
but possible, to measure the shot noise directly on the 
photocurrent.  However, it can be precisely measured with 
carrier-suppression methods and a two-channel 
measurement system [47,48]. 

We can estimate the stability in repf  that should be 

achievable assuming sufficient photocurrent to be above the 
thermal and amplifier noise contributions.  We expect a 
spectrally white background noise due to the shot noise, 

with a current noise spectral density (in A Hz ) of  

2sn avgi ei=  for an average detected current avgi .  This 

noise adds white phase-noise to the signal current ni  at the 

nth harmonic of repf .  The fractional frequency instability 

due to white phase-noise in an averaging time τ, expressed 
as the Allan deviation is calculated as [46,49,50].  
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Using our present experimental numbers we garner 
some appreciation of the seriousness of even the ideal shot-
noise-limited performance.  As an example, we consider 
our femtosecond laser with a 1 GHz repetition rate and an 
average detected photocurrent of ≈4 mA.   The photocurrent 
produces a microwave signal power of –10dBm in 50 Ohms 
at 3 GHz (the 3rd harmonic). With a filter bandwidth of 5 % 
(150 MHz at 3 GHz) the equation above predicts a shot-

noise-limited instability of 14 1( ) 3 10shot
y xσ τ τ− −≈ .  

Possible methods to improve this stability include: 
detecting multiple harmonics, using a very high harmonic n, 
using a high-Q resonator [51] to limit the bandwidth f∆ , 

and measuring pulse timing rather than RF phase.  Just 
narrowing the filter bandwidth from 150 to 1 MHz will 
improve the predicted shot-noise-limited performance to a 
more acceptable ≈2x10-15τ−1.  In any case, because of the 
shot-noise limitation, generating microwave signals with 
high spectral purity from the repetition rate will require 
high-speed photodetectors that can handle high power and 
that have reasonable reponsivity over the spectral range 
from 500 to 1000 nm.   

VI. SUMMARY 

After many years of development and continued progress in 
high-resolution spectroscopy, stable lasers, and atom 
cooling and trapping, the self-referenced optical-frequency 
comb provides the missing link to the realization of the next 
generation of frequency standards and clocks. The new 
methods of femtosecond optical frequency metrology seem 
well suited for measuring the absolute frequency of 
essentially any optical frequency standard with a 
reproducibility, as demonstrated here, at the level of the 
present primary atomic frequency standards. There are 
however, some serious fundamental and technical 
challenges that must be addressed if we hope to realize the 
next factor of 1000 improvement that appears to be 
possible.  

The frequencies of our Hg+ and Ca optical 
standards were measured using a 1 GHz optical frequency 
comb and the resulting values are in good agreement with 
previous measurements.  In the case of the Hg+ standard, 
the demonstrated reproducibility is at least as good as the 
present ability to measure absolute frequency, which in 
fractional frequency is ≈3x10-15.  This is limited in part by 
the short-term instability of the maser combined with the 
limited duration of our measurements, and largely by the 
uncertainty of the primary Cs atomic fountain, ≈2x10-15.     

Better short-term stability is required to make 
phase, frequency and timing measurements quickly and to 
improve the accuracy of frequency standards. Both the Ca 
and Hg+ standards have already demonstrated short-term 



instability in the 10-15 range for averaging times of 1 second 
and longer.  The microwave atomic standards do not have 
adequate stability to fully test the optical standards, so 
progress on this front will likely come from direct 
intercomparisons between optical frequency standards. 

The tremendous progress in this field during the 
past two years brings us to the point that the optical 
standards are now pushing hard against the performance 
limitations of the primary microwave standards.  
Furthermore, we see no evidence that the rate of 
improvement in optical frequency standards and 
measurement systems will be slowing in the near future. As 
more optical standards come into operation, direct 
intercomparisons should allow us to take advantage of the 
excellent short-term stability to explore into the 10-17 range 
of stability and accuracy with reasonably short averaging 
times. In the longer term, the improved accuracy and 
stability of optical frequency standards will have 
applications in navigation and communication systems. 
Following as a natural byproduct will be improved 
knowledge of the fundamental constants, atomic structure, 
more powerful and compelling searches for time variation 
of fundamental “constants”, tests of our theoretical model 
of space-time, and fundamental symmetries of nature. 
 

VII. APPENDIX A: ATOMIC STABILITY ANALYSIS 

 
 We estimate the fractional frequency instability of 

an atomic frequency standard at center frequency ν0, 
assuming: atom projection noise limited detection, no local 
oscillator noise, and Ramsey separated fields excitation.  
For now, we also assume Ramsey fringes with 100% 
contrast.  The fluctuation in the number of atoms that have 
made a transition (atom projection-noise) is 

     0 0 (1 )N N p p∆ = −      

where p = transition probability.  The signal is given by 

       0phSignal n pN=   ,   

where nph is the mean number of scattered photons per atom 
that are detected in a single measurement.  The total noise 
from the atom projection and photon shot noises is 

0

1
(1 )tot ph

ph

N n N p p
n

= − +  . 

In the atom projection-noise limit we drop the second term 
as small compared to the first, and the total noise from one 
side of the atomic resonance becomes 

 0 (1 )tot phN n N p p= −   . 

Measuring on one side of the fringe at a detuning from 
resonance δ for a Ramsey time TR produces a signal  

 0 (1 [2 ]) / 2ph RS N n cos Tπδ= +   . 

Now taking 

where ε is the error in frequency tuning, we obtain signals 
S+ and S- from opposite sides of the fringe,   

The servo signal, 
( )S S

ε
+ −∂ −
∂

, is derived from a 

measurement of both sides of the fringe, which is just the 
difference between S+ and S- 
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Noise NN, upon processing the signal, is then 
 

   

2 2

0[ (1 ) (1 )]

tot tot

ph

NN N N

n N p p p p

+ −

+ + − −

= +

= − + −
. 

 
The RMS frequency error for a measurement of both sides 
of the fringe can then be written as 
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obtain rmsδν which represents the RMS frequency error for 

a two-sided measurement, where the averaging time τ, is 

the same as the cycle time cT , and N0 is the number of 

atoms detected on one side of the atomic resonance,   
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For a measurement time τ that is longer than the cycle time 

cT , the total number of atoms detected in the measurement 

is larger than N0 by the ratio cTτ , thus we have  
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Finally, we can form the expression for stability as given by 
the Allan deviation, 
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